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AHHOTauMA: B pabome npedosceH u uccsedogaH memod KoonepamugHo20 agmomamu4ecko2o0 N08BMOPHO20 3anpoca
npuksaadHozo yposHs ALC-ARQ, npedHasHaveHHbll 04151 nomokoeoll nepedavu daHHbIX N0 A8MOHOMHbIM cemsim BIT/IA.
HmumayuoHHas modesb 8 cemegom cumyasmope NS-3 peaau3oeana 015 oyeHKu npou3sodumebHOCMU a120pumma u
nposedeHUs1 CPasHUMENbHO20 AHAAU3A C U3BECMHbIMU Npomokoaamu mapwpymudayuu — AODV u OLSR. H3mepeHHbIMU
noKasameAsaMu Ka1ecmsa 06CAYHCUBAHUS ABAIOMC KoIPPuyueHm nomepu nakemos U 00HOCMOPOHHSAS 3a0epiHcKa
nepedayu. Pe3ysnbmambl nokasbl8aiom, 4mo npeoioxceHHblll Memod npesocxodum yKa3aHHble NPOMoKobl MakuM
napamempam, Kak: o06sse/eHue UHPOPMAYUU 0 COCMOSHUU KAHAAA, CKOPOCMb KOONEpamueHol pempaHcAsyuu u
dasbHocmb nepedavu. Takce oH yayHwaem mMempuKku kaiecmea 06CAyHCUBAHUS, COXpaHsiem cmabu/ibHoCmb nepedaqu
C MOYKU 3peHuUsl B80CCMAHOB/IEHUSl NOMEPSIHHbIX nakemos 6 duanasoHe nepedavu y3/10-pempaHcasmopa u
Yydepacusaem nokazameau 00HOCMOPOHHeU 3a0epicKu Huxce donycmuMblX 3HA4eHUL

KiioueBblie cjI0Ba: nomeps nakemos, KOHMpOo/ib OWUGOK, 3a0epHcKd, NOMOK08As nepedayud OaHHbIX, Agmomamu-
Yeckutll NoBMOpHbILl 3anpoc

UcTtouynuk ¢uHaHCUpOBaHMS: VccieoBaHUe BBINOJHEHO NpU GUHAHCOBOU mojjep:xkke Poccuiickoro ¢doHpa
dyHIaMeHTa/lbHbBIX UccaenoBaHu N2 19-29-06076.

CcbulKa a1 nuTUpoBaHusA: Jlampu M.A, A6uioB A.B. IlpecHeroB A.M. MeToJ1 aBTOMaTH4eCKOr0 MMOBTOPHOTO
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I. Introduction

The theory of cooperative data streaming over
Unmanned Aerial Vehicles (UAVs) networks has been
studied in depth during the past few years [1-3]. Many
researches, experimental and simulation studies were
conducted for different transmission scenarios and
network topologies. However, most of the existing
research studies are intend to customize or improve the
existed MAC protocols with or without additional
support of physical layer techniques [4, 5]. In fact, the
implementation of such methods and methods consider
being complex and costly since it requires optimizations
and changes of existed standardized protocols that may
lead to incompatibility issues. Moreover, there is a high
possibility of lake of effectiveness since OSI model can
fail to meet the practical expectations.

In general, the goal behind cooperative transmission
in UAVs networks is to improve the system
performances in terms of reliability of link, network
coverage and energy efficiency [6, 7]. In UAVs
standalone network, because of their specific
characteristics from high mobility of nodes to
unreliability of transmission link, it is very crucial to
address the two key issues: 1) Cooperative condition
(since the quality of transmission links and the density
of the network is constantly in change, a source node
may not always need help from relay node; the
condition by which the transmission switch to relay
node is considered as sensible); 2) How to guarantee
cooperative transmission (regardless the possibility of
existence of error-control mechanisms on the down
layers stack, the cooperative transmission must include
a control mechanism to protect all ongoing
transmission flows from potential packet loss and
guaranty the data delivery at certain rate [8]).

Scholars have been working on cooperative data
transmission for reliability and network coverage

purposes. In [9] the authors proposed a Multi-relay
Cooperative Automatic Repeat ReQuest (MC-ARQ) MAC
protocol based on the IEEE 802.11 DCF access scheme
and CFC frames where they defined three schemes
inspired by the use of different bakeoff time before
transmission to choose optimal relay. However if two or
more relays have the same Ti start timer, they will
transmit simultaneously to the channel and a collision
will occur as a consequence, which in turn leads the
cooperative retransmission attempt to failure. In [10]
the authors developed a selective retransmission
scheme for multi-channel systems. The idea was to
deliver the required data successfully using the
available power and bandwidth within a limited
number of transmissions using four schemes. In the
Selective Automatic Repeat Request with Fixed Band
scheme, the maximum number of transmission was
limited. In the Selective Chase Combining with Fixed
Bandwidth, data was detected using less number of
transmission but implement a collection buffer to
collect the unsuccessfully detected observations along
with newly received. In Limited Selective Chase
Combining with Fixed Band, a single buffer per channel
can preserve only one previous observation per channel.
And last, Selective Automatic repeat request with
Variable Band was design similar to SARQ-Fixed Band
but with the use of a single detector and the ability of
increasing the channel bandwidth for each
retransmission to achieve reliable transmission. Other
works were also proposed for error control over
cooperative transmission [11-13] where error
correcting code, priority position inside Group of
Pictures and, retransmission decision based on a given
threshold are the key highlighted proposed features.

A long with the novel methods and models of
cooperative reliable transmission that can be proposed
for a specific scenario, a verification approach must be
included to check their correctness and feasibility. The



https://tuzs.sut.ru/

Tpyabl yueOHBIX 3aBegeHnH cBa3u. 2023. T. 9. Ne 3

most well-known approaches is the use of experiments
in real-life, the use of simulation environments, the use
of formal methods and the use of model checking. The
use of simulation environment is one of the most
optimal methods for verification, which consists of
constructing a simulation model for the proposed
method and schedule the main features and behaviors
that produce the execution of the scenario proposed by
entering their values as a set of parameters. The results
of the simulation scenario represent a numerous
abstraction level analysis of the method behavior;
produce a reachability graph that includes all the
simulation paths and compare it with the method
expected results.

For a specific scenario of data streaming over UAVs
standalone network, were a dynamic single relay-node
is used to guarantee the cooperative transmission and
the cooperative condition, which is dynamically, depend
on the link state between the sender and receiver, an
method Application Layer Automatic Repeat ReQuest
(ALC-ARQ) is proposed. This method is inspired by the
selective-repeat Automatic Repeat ReQuest error-
control model, with a customized packet header on the
application layer and a link-state routing scheme where
all sending nodes are already aware about the map
connectivity and they will route data transmission
based on packet loss rate metrics.

The paper is organized as follows. Section II
introduces the system model of cooperative
transmission of ALC-ARQ and its error-control model as
well as the QoS metrics measurement methods. In
Section III we present the implemented simulation
model in NS-3 simulation environment and describe in
detail its components. The results of simulation model
and the comparative analysis are conducted in section
IV. The conclusions are drawn in section V.

I1. System model and ALC-ARQ method design

In this section, the proposed method ALC-ARQ is
described in detail, starting from cooperative
transmission with relay deployment, criteria of
deployment and link quality measurement.

A. System model for cooperative transmission

To ensure coverage and communication, lower-cost
relay node may be inserted to forward data from each
individual sending node in the network in a multi-hop
transmission way to the server or data sink. Nodes
locations are considered optimal if the resulting links
can satisfy transmitting and communication coverage to
a predefined packet delivery rate PDR value. In case of
deterioration of the link, the measurements provided by
the implementation of the measurement model
(described in I1.C) will be used to dynamically deploy
additional transmission relay node or activate already
deployed one.

For each sending node Ni we define two types of
transmission link:

- Direct link DI, between source and destination end
nodes (Ni-BS) without relay;

- Relay link R/, for the communication composition
(Ni—-R-BS) with relay.

Assuming that the relay node has the same
transmission range as the sending nodes. The single-
tiered network method proposed aims to ensure
connectivity for each communication pair (Ni-BS) by
dividing the unreliable long hop between Ni and BS to
two short hops by deploying relay node. This relay will
stand as a node helper to retransmit all the packets
coming from each end node. In the first scenario, we
consider one relay node in the network. When the
transmission starts, each sending node will transmit
data packets to the base station. For each transmission
window, the reliability of the link will be measured by
calculating packet loss rate (PLR).

Fig. 1 shows the scenario of deploying, activating and
deactivating a relay node between source node and
Base Station.

The deployment of relay will be fully automatic by
the network  without external interactions.
Consequently, the topology of the network will be
changed depending on the relay node state. To describe
the system model, we define the following states.

Standby mode (Fig. 1a). BS starts to receive data
without the interaction of the relay node after UAVs
have been launched (P2P mode). During this period, the
quality of DI link will be measured. The window size
used for metrics measurements is defined based on the
parameters of the scenario proposed (Wi-Fi standard,
channel bandwidth, node velocity and reordering buffer
size on the application layer). Because packet loss rate
is dependent on link quality and network interference,
loss events will occur which in turn invoke the
application layer ALC-ARQ error control method [14].
The constant mobility of source nodes away from BS
during the transmission will decrease the PLR
measured on the application layer on BS. If PLR value
for a given link DI; exceeds a predefined threshold, the
BS will broadcast a control message packet to all nodes
in the network to notify the correspondent source node
about the DI; link state. Threshold value is defined by
the system’s user when starting the application. The
source node in its turn after receiving control message
will switch to multicast transmission including relay
node R as intended destination (node helper) on its
transmission table. Consequently, another transmission
link Rl will be created between Ni and BS as a
combination of two sub-links (Ni-R, R-BS) and the
relay node will switch to active mode.

Active mode (Fig. 1b). After receiving the control
message, the relay node starts by creating a playback
buffer for the newly created link (Ni-R). This buffer will
be used for error control purposes like packet
recovering and reordering. Buffer parameters such as
reordering buffer offset and reordering late time will be
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chosen as input parameters when starting the relay
application. Relay node will listen to packets coming
from both source-node and BS, and determine the type
of each packet depending on packet _id field in ALC-ARQ
header. If the packet contains video data and does not
exist in the playback buffer, the relay will keep a copy of
it in the corresponding buffer, and then forward it to
the BS. Since the source node is multicasting data
packets, the BS will continue to check the reliability of
links DI and RI by measuring PLR for each flow for the
same sending window size. This measurement allows
the BS to define the most reliable link from which
packets will be accepted.

[TTTTT] o
[TTTTT]oem

LI TTTT] oBNn

BS

Fig. 1. System Model of Cooperative Transmission:
a) Transmission without Relay; b) Relay is Deployed;
c) Relay Out of Range (Background Mode)

As a result, packets coming from less reliable link will
be ignored. During transmission and on both BS and R,
loss events will be recognized by checking out-of-order
received packets using the sequence numbers (SN)
assigned in ALC-ARQ header. Consequently, the lost
packets will be requested by broadcasting a Negative
Acknowledgment (NACK) message. For (Ni-BS) link,
source node will attempt to retransmit the requested
packet(s) if the NACK packet was successfully received.
For (Ni-R, R-BS) link, both source-node and R will
attempt to retransmit the requested packet(s). However,
for each requested packet, BS will accept only the first
correct received packet by one link and ignore the
others. If the attempt of packet recovery fails, the BS will
broadcast the same NACK again for each Round Trip
Time RTT value until Retransmission Timeout RTO is
reached [15] or the requested packet no longer exists in
the bulffer. Since playback buffers on source-node and R
node are set up with different parameters’ values, if the
requested packet does not exist in the relay buffer, the
relay node will forward this request to the source node
in an attempt to recover the maximum number of lost
packets. The average delay for all packets and average
delay for only retransmitted packets on both links will
be measured.

While the reliability of links is measured, the choice
of receiving link will be chosen as follow:

Dl if PLRy; = Threshold V PLRy; > PLRg,,

RLif PLRp; < PLRy; A PLRp,; < Threshold.

(1)
(2)

If the first condition is satisfied, the relay node will
switch to background (inactive) mode.

Background mode (Fig. 1c). The condition for
which relay node switch to background mode is when
PLR of link DI is greater than or equal to the threshold
value or the packet loss rate of link RI (1). The BS then
will send a control message to notify both source and
relay that data will be received by DI only. However, the
source node will continue to multicast data packets to
ensure that the relay node is still receiving data packets
but without involving in the packet delivery process.
The reason behind this is to keep Rl link active with the
minimum consumption of network and memory
resources (bandwidth and buffer). This can be achieved
by saving only sequence numbers of the received
packets on relay’s buffer. Thereafter, based on these
sequence numbers, BS will keep checking the quality of
each link till the condition in equation (2) is satisfied to
switch to state II (Active mode).

B. Cooperative error-control ALC-ARQ method description

The ALC-ARQ transmission block scheme is repre-
sented in Fig. 2. This scheme is inspired by the selective-
repeat Automatic Repeat ReQuest error-control model
with a customized packet header on the application
layer and a link-state routing scheme where all sending
nodes are already aware about the connectivity map and
they will route data based on packet loss rate metrics.



https://tuzs.sut.ru/

Tpyabl yueOHBIX 3aBegeHnH cBa3u. 2023. T. 9. Ne 3

The proposed scheme defines two error-control
phases.

1 phase: Relay cooperative error-control

The performance of ALC-ARQ error control is
measured by its capacity to alleviate packet loss. The
relay node experiences a loss event whenever SNy — SNq >
1 where: SNy and SN, represent the sequence numbers
of two consecutive received packets. For a window size
denoted n_bit, let P(L) denote the probability of a loss
event. To guarantee the reliability of data transmission,
the probability P(L) has to be very small. The
performance of ALC-ARQ packet recovery is dependent
on what type of loss events may occur during
transmission.

For this purpose, we define the following probability:

- P, is the probability for n_bit to be received without
loss;

- P, is the probability for n_bit to be received with n
series of losses with burst size equal to one;

- P, is the probability for n_bit to be received with n
series of losses with burst size greater than one.

Accordingly P(L) = B, + P; + P,. P, represents the
ideal link state between the source-node and the relay
node where there is no interference or channel errors.
Assuming that the transmission link is not ideal (B, = 0)
and P, is a special case of Py, then the probability P(L)
for loss event for n_bit is equal to P, and define as:

1 r
Pb =1- exp <m (ZW — 1)) (3)

In this function, the probability of loss event is a
function of transmission power P; used to transmit the
i-th packet and the normalized expected Signal-to-noise
Ratio SNR(8;) given the fading level 6; [16], where r
and w represent the transmission rate (bits/sec) and
bandwidth respectively. In section III, the values of P;,
0;, r and w are determined for the simulation model on
the network device layer.

The customization that was made on the application
layer was designed to handle more than one loss event
using one NACK packet (loss event is defined by SN of
the first lost packet and burst length — BL). According to
Fig. 2, the relay node keeps asking for the lost packets
for each RTO while receiving data packets. In other
words, another loss event(s) may occur and the previous
event has not been handled yet. In this situation, instead
of sending another NACK message to request the lost
packets of the last loss event, the same NACK will be
edited to include SN and burst length of the second
event. Fig. 3 represents the format of NACK packet.

In this way, one NACK packet can handle more than
one loss event by adding SN; and BL; of the occurred
loss. Furthermore, if not all the packets are successfully
recovered, the burst can be break up into N sub-bursts
with the corresponding SN and BL.

As mentioned before, the process of sending NACK
messages is repeated if RTO value is exceeded until the

requested packets are no longer relevant to the
application. RTO value is defined by default when
starting the application to 70 ms.

However, it will be updated for each loss event based
on the approximated time value of Round Trip Time
RTT in 4 phases [17]:

1) the current smoothed time is calculated
Smoothed Round Trip Time (SRTT,,,,) which uses the
smoothed round trip time previous value:

7 1
SRTTeury = g-SRT Tprey + 5 R Teury, (4)

where SRTT,,, — previous smoothed round trip time;
RTT,,, — current round trip time;
2) the current deviation is determined DEV,,,,:

DEVeyryr = |RTTcur‘r - SRTTprev |; (5)

3) the current smoothed deviations value is calcu-
lated:

3 1
SDEVeyrr ZZ-SDEVprev +Z-DEchr‘r' (6)

where SDEV,,,..,, — previous smoothed deviations value;

4) the retransmission timeout is calculated using
the following formula:

RTO = SRTT,ypy + 2.SDEV.ypr. 7)

2 phase: Source-node error control

Source node implements the same mechanism of
error control. On relay node, if the requested packets do
not exist in the playback buffer, the received NACK will
be forwarded to the source node. The probability of
recovering these packets depends on its relevance to
the application on BS which in turn is related to byte
offset and late time buffer parameters that are set by
the application user. As a result, if the requested
packets no longer exist in the buffer, the source node
multicasts a cancellation message to inform BS that the
requested packets no longer exist. BS after receiving the
cancellation message will delete the sequence numbers
of the requested packets from its waiting list.

To analyze the performances of ALC-ARQ on the
application layer using a predefined packet loss rate
and burst lengths, an integrated method for generating
artificial packet loss events is implemented based on
the classical 2-state Markov model introduced by
Gilbert and Elliott [18] in Fig. 4. The proposed method is
implemented on the source-node side, where after
generating data packets, the Gilbert - Elliott average
loss probability P will decide if the packet will be sent or
dropped, and the average burst size L will define the
sequence of dropped packets. P and L values define the
transaction probabilities p and g by which the system
moves from state G (send packet) to state B (drop
packet) by the following formulas:

1 P

D) ©

p:
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Set up sending node

Send data packet

A

On the base station BS, for each transmission flow, PLR
value will be measured forleach transmission window No
value

PLR exceeds

Broadcast control message and
threshold value?

create Relay link «—VYe
[

v

Relay creates playback buffer for the given flow and set RTTr
and RTOr values by defaults

A 4

Relay cooperative error
control

|
| |
: : i~ Source node cooperative error control |— — — — — T
I (. I
| | : |
' ' Forward NACK packet to source node '
| > P |
I INo ! I
| I : I
: equested ;]gack{la(t?s : | v :

sequence of packe
[ existin the buffer? I i [
| . an\%(gd? | : | Receive NACK by source node |<7 |
| ; | |
I I : I
[ Yes ' '
| v | i SOyt 8 rode's |
| Delete SN of the Lo buffer? |
[ recovered packet Forward data Send requested Fo [
| from waiting list packet to BS packet to BS I : Yes No |
| | |
I (. I
| (. |
| Calculate RTOr ;o Multicast I
detected | i i
I | ted Multicast cancelling |
(one or a sequence | reaues message to delete
: Oispl%%it()e’}s v : | packet(s) ) tckfets| fr%m w%itigg :
I Send NACK ' Shiftpuffer if Il s ol fEayode an '
I packet time [ : v [
: v L Shiftoufer :
Add SN of lost packets in | I ime
: waiting fist Resend NACK : | :
I h (. I
I I : I
| | |
I [ I
| |
| Yes |
| |
| < |
o e e e — J
Fig. 2. ALC-ARQ Transmission Block Schema
4 4 8 32 8 _ 32 8 q
ID NR N SN1 | BL1 SNn | BLn
Fig. 3. NACK Packet; ID) Packet Identifier 4 Bits; 1-q 1-p
NR) Node Identifier 4 Bits; N) Number of NACK Repeats 8 Bits;
SN) Sequence Number of the First Lost Packet in Succession 32 Bits;
BL) Burst Length 8 Bits
The method was implemented in C++ programming p
language. The implementation is provided on the Fig. 4. 2-State Markovian Model for Artificial Packet Loss

appen-dix below. Generation
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Appendix
HEADER FILE gilbert elliott.h

#ifndef GILBERT ELLIOTT H
#define GILBERT ELLIOTT H
#include "socket io.h"

#define MAX BURST LENGTH GEC 1000
class gilbert Elliott

{

int p,q; // transition probabilities
bool state;
public:

short stat[MAX BURST LENGTH GEC];
unsigned char bl; //burst length
public:

gilbert Elliott();

void initGilbert Elliott (double plr, dou-
ble 1lb avr);

bool getState (void);

bool getCurrentState (void);

int randomNumber (int hi);

//int write stat to file(FILE *file);
bi
#endif // GILBERT ELLIOTT H

CLASS FILE gilbert elliott.cc

#include "gilbert elliott.h"
gilbert Elliott::gilbert Elliott ()

{ p=9=0;
bl = 0;
for (int i=0; i<MAX BURST LENGTH GEC; i++)
stat[1]=0;

state = true;
}
void gilbert Elliott::initGilbert Elliott (double
plr, double 1lb avr)
{ srand( (unsigned)time( NULL ) );
p= (1 / 1lb avr) * 10000;
g = (plr / (1b avr * (1 - plr)))*10000;
state = true;
}
bool gilbert Elliott::getState()
{ if (state)
{ 1if (randomNumber (10000) < q)
{
state = false;
bl++;
}
}
else
{ if (randomNumber (10000) < p)
{
state = true;
if ((bl)&& (bl <
MAX_BURST LENGTH GEC))
{
stat[bl]++;
bl=0;
}
}
else
bl++;
}
return state;
}
bool gilbert Elliott::getCurrentState()
{ if (!state)
bl++;
return state;
}
int gilbert Elliott::randomNumber (int hi)
{
float scale = rand()/float (RAND MAX) ;
return int((float)scale*hi);

C. QoS Measurement Model

In this section, we will analyze the performances of
ALC-ARQ method in terms of packet loss rate PLR and
one-way transmission delay on the application layer.

1) Packet Loss Rate

Packet reordering and recovering on the BS side is
handled by the receiving buffer. For each dataflow fi the
packet loss rate will be measured for both transmission
links DI and RI as the ratio of the number of lost packets
to the total number of sent packets as:

Ny
PLR(f) = 1--2, (9)

N,
where Ny and N, represent the number of transmitted
packets and the number of received packets respectively.

It should be noted that erroneous data that has failed
to be detected by Forward Error Correction (FEC)
mechanism of data link layer [19] and has been deliver-
ed to upper layers are out of scope since ALC-ARQ error
control considers error events as a defect in the
succession of sequence numbers of the received packets.
The performance of ALC-ARQ will be investigated in
relation to node velocity and distance between end
nodes (source-node and BS). The traffic generator model
in source-application uses fixed intervals to schedule the
next packet transmission, the value is set by default to
1.7 ms for all different velocity values. Based on this, the
receiving window for which PLR will be measured is
defined dynamically and depends on the given velocity.

2) One-way transmission delay

The proposed method for calculating a one-way
transmission delay requires a registered timestamp
(sending time) for each sent packet in the application
layer header. As the simulation study is handled on one
machine, there was no need to distribute a clock sync
signal to handle synchronization between the network
units [20]. Based on this, the one-way transmission
delay will be measured as presented in (10):

Di = Treception - Ttransmission ’ (10)

where Tyeception aNd Teransmission are respectevily the

reception time by BS and the transmission time packet
fixed on the application layer.

III. NS-3 simulation model of ALC-ARQ

To conduct performance evaluation, NS-3 is used, as
it is a packet-level network simulator where the main
unit of modeling is packets and entities that exchange
packets. The modelling process in NS-3 follows the
workflow presented in Fig. 5.

Scenario

Generation EXEaiGn

Manager

Problem J\ Modelling J\ Experiment ? NS-3 |::> Output Data

Definition —‘/ —V Definition Execution Managment

Fig. 5. NS-3 Workflow for the Modelling Process
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A. ALC-ARQ packet generation in NS-3

Data packets are generated as special data buffers
with space for headers, trailers, tags and packet
metadata. At the application layer, the packets are
created with dummy data bytes. We choose a 1250
bytes size for packets that are considered to carry video
data. The headers that contain information about
packet type, application layer SN, transmission Node ID,
transmission timestamp, node IP address are created
using the implemented class PacketDataTag.cc that
is derived from the class Tag.cc of NS-3 as shown in
Fig. 6. As the packet moves down the stack, the stack
layers will add the corresponding headers and append
it to the packet, and the reverse will happen in the
receive process.

Ptr<Packet> packet = Create<Packet>(MTU SIZE);
PacketDataTag tag;
tag.SetNumberOfRepeat

if (gal pn == MAX PN)

(0)

gal pn = 0; else gal pnt++;

tag.SetSegNumber (gal pn);

tag.SetNodeId (GetNode ()->GetId ()):;

tag.SetPacketId (IDM UDP_ARQ VIDEO) ;
tag.SetTimestamp (Simulator::Now ());
tag.SetTreeNumber (0);

m my addr.Serialize
packet->AddPacketTag (tag);
Fig. 6. Code Snippet for Data Packet Creation in NS-3

B. ALC-ARQ application model in NS-3

NS-3 simulator was not designed to provide so much
fidelity on the application layer, because it typically
uses a packet generator models such as Net devices
(https://www.nsnam.org/docs/release/3.29/doxygen
classns3 1 1 net device.html) that aims to characterize
the traffic generated by the real applications. In other
words, it does not run real applications but just models
of how to generate packets. The lack of such func-
tionality led us to create an NS-3 custom component for
the ALC-ARQ method to implement all the functionalit-
ies proposed in it. We started by creating 3 applications
(source-application, destination-application and relay-
application) as subclasses of NS-3 application class
(https://www.nsnam.org/docs/release/3.16 /doxygen

classns3 1 1 application.html) then, we used the
predefined UDP socket API on NS-3 which is based on

BSD socket API (https://www.nsnam.org/docs/release/
3.19/doxygen/classns3 1 1 socket.html#details) for
communication between end nodes. The packets are
generated with a custom header as shown in Fig. 6, and
the traffic management is implemented as a C++
Client/Server  structured  application. All the
measurements (PLR calculation, RTO, RTT and delay)
are measured on the application layer. The metrics
include all the down stack OSI layers values.

(tag.sourceAddr) ;

C. End nodes Net Devices

This class represents the API, which the IP and ARP
layers need to access to manage the instance of a

network device layer (https://www.nsnam.org/docs

release/3.29/doxygen/classns3 1 1 net device.html#
details). Typically, it is installed on the nodes using a net
device helper (https://www.nsnam.org/docs/release/
3.19/doxygen/classns3 1 1 net device container.html#
details). This class is used to extend the MAC layer
functions and it hides as many MAC-level details to
allow a single layer three to work with any kind of
MAC layer. For ALC-ARQ to configure the net devices,
we used WifiHelper.cc class to create the Wi-Fi Net
Device object and configure its attributes. To create
and manage the Wi-Fi physical layer we used the
YansWifiPhyHelper.cc class and YansWifiChannel
Helper.cc class to create and manage Wi-Fi channel
objects for the created model. The configuration
method for 802.11ax 5GHz is presented in Fig. 7.

NetDeviceContainer

NetDeviceSetup::ConfigureDevices (NodeContainers
nodes)

{

int channelWidth = 80;

std::string Vht = "7";

WifiHelper wifiHelper;
wifiHelper.SetStandard (WIFI PHY STANDARD 8021lax
5GHZ) ;

YansWifiPhyHelper wifiPhyHelper =
YansWifiPhyHelper::Default ();

wifiPhyHelper.SetPcapDatalinkType (YansWifiPhyHelp
er::DLT IEEE802 11 RADIO);

wifiPhyHelper.Set ("TxPowerStart",

DoubleValue (13));

wifiPhyHelper.Set ("TxPowerEnd", DoubleValue(13));

wifiPhyHelper.Set ("RxNoiseFigure", DoubleValue
(7)) 7

wifiPhyHelper.Set ("ChannelWidth", UintegerValue
(channelWidth)) ;

wifiPhyHelper.Set ("Frequency",
UintegerValue (5180)) ;

wifiPhyHelper.Set ("Antennas", UintegerValue(l));

wifiPhyHelper.Set ("ChannelNumber",
UintegerValue (42));

YansWifiChannelHelper wifiChannelHelper;

wifiChannelHelper.SetPropagationDelay
("ns3::ConstantSpeedPropagationDelayModel") ;

wifiChannelHelper.AddPropagationLoss ("ns3::FriisP
ropagationLossModel", "SystemLoss",
DoubleValue (1), "Frequency", DoubleValue(5.18e9));

wifiPhyHelper.SetChannel
(wifiChannelHelper.Create

0))
wifiHelper.SetRemoteStationManager ("ns3::Constant
RateWifiManager", "DataMode", StringValue

( "VhtMcs" + Vht), "ControlMode", StringValue
("VhtMcs0")) ;

WifiMacHelper macHelper =
HtWifiMacHelper::Default ();

macHelper.SetType ("ns3::AdhocWifiMac");

NetDeviceContainer devices = wifiHelper.Install
(wifiPhyHelper, macHelper, nodes);

return devices;

}
Fig. 7. Code Snippet for Net Device Configuration for ALC-ARQ
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D. Mobility model In NS-3

Mobility models are used to track and maintain the
current Cartesian position and speed of a node/object
(https://www.nsnam.org/docs/models /html/mobili
html). It is composed of a set of helper classes, which
can be used to place nodes and set up their mobility. In
our proposed scenario, the sending nodes are flying
away from the BS with a specific velocity while relay
node is located on a fixed position away from the BS.
The transmission link between relay node and BS is

guaranteed as ideal. The two mobility models
ConstantVelocityMobilityModel.cc and
ConstantPositionMobilityModel.cc were

used to set the Cartesian position of the sending node
and both BS and relay node respectively. The mobility
model configuration is presented in Fig. 8.

MobilityHelper mobility;
mobility.SetMobilityModel ("ns3::ConstantVelocityM
obilityModel") ;

mobility.Install (nodes);

for (uint32 t i=1 ;
{
Ptr<ConstantVelocityMobilityModel> cvmm =
DynamicCast<ConstantVelocityMobilityModel> (nodes.
Get (1) -> GetObject<MobilityModel>());

(distance, 0,0));
(0.2,0,0));

i<nodes.GetN() - 1; i++)

cvmm->SetPosition( Vector
cvmm->SetVelocity ( Vector

}

MobilityHelper relay mobility;
Ptr<ListPositionAllocator> positionAlloc =
CreateObject<ListPositionAllocator>();

positionAlloc—>
Add (Vector (relay position,2.0,0.0))

)) i
positionAlloc->Add (Vector (0.0, 0.0, 0.0));

relay mobility.SetPositionAllocator (positionAloc) ;
relay mobility.SetMobilityModel ("ns3::ConstantPos
itionMobilityModel") ;

mobility.Install (nNodes - 1));

Fig. 8. Code Snippet for ALC-ARQ Mobility Configuration

(nodes.Get

IV. Simulation experiments and results

To understand the difference of packet delivery
efficiency of ALC-ARQ between point-to-point and
multi-hop (one relay node between source node and
destination) topology, the testbed shown in Fig. 9 is
used to set up the technical and execution requirements
for the simulation stand where flying source nodes
stream video data to the base station on the ground.
The relay node and BS are placed symmetrically 25 m
apart from each other where the path between them is
ideal. The source nodes during transmission are flying
away from the base station location toward the relay
node, the distance between BS and source node when
starting the simulation is 0 m, by the end of simulation,
the distance is dependent on the Wi-Fi standard
transmission capabilities and its configuration
parameters. Other simulation parameters are listed in
Tab. 1.

The performance of ALC-ARQ while using the
Gilbert — Elliott model for artificial packet loss is
investigated. The dependence of Packet Loss Ratio on the
distance between the source and destination node is
explored, in addition to the position of the source-node,
the mobility of nodes and the time required to switching
to a relayed transmission. The improvements which ALC-
ARQ has given related to the Packet Loss Ratio and
topology change compared to classical well known
routing protocols such as Optimized Link State Routing
Protocol (OLSR) and Ad hoc On Demand Distance Vector
(AODV) were shown. The effect of recovery process on the
application level one-way transmission delay was derived.

TABLE 1. Simulation Parameters

Parameter Setting

Channel delay model ConstantSpeedPropagationDelayModel

Propagation loss model FriisPropagationLossModel

Transmission protocol UDP
Application data rate 6 Mbps
Packet size 1250 bytes
Mobility speed [1; 60] km/h

Simulation topology End to End; Multi-hop

Number of transmission
nodes

PLR measurement
window

[1; 10] nodes

[60; 740] packets

248 packets for source nodes; 148
for both relay and BS

Y /* —
_[:]_\, R

BS e,
[ o | L) —
el w
=

Playback buffer size

—

N2
10}

> >
* N4
=
Fig. 9. Testbed for Simulation Scenario

Fig. 10 shows the results of packet delivery
simulation using artificial packet loss and burst length
for ALC-ARQ method. The simulation results present
the theoretical analysis for the efficiency of the method
and its ability to recover lost packets on the application
layer while using a non-reliable transmission protocol
on the transport layer. It is obvious that the packet
delivery is enhanced by the use of ALC-ARQ where the
path is in pure conditions (0.15-0.6 in Given PLR axis).
The reason is the lightweight packet request scheme on
the application level that uses dynamic NACK packets to
request lost packets of different burst size; this scheme
does not require a high competition for media access,
processing time and buffer management for packet
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recovering. We further investigate the cooperative
transmission of ALC-ARQ by measuring the packet loss
rate for mobility scenario. Fig. 11 represents PLR
measurements for cooperative transmission. The
threshold value after which the transmission is
switched to cooperative is set to 0.1.

PLR without ARQ PLR with ARQ
0,7
0,6 n,L12
= 05 / |
o
% 04
£ 0,32
o 0,3
o 02
04 Aoy 0141 014
' 10,068 s 60490005
0 602 gggg Hro—0:0240—0,02070:0427 05 |
001 003 005 007 010 015 030 0,60

Gilbert-Elliott Given PLR

Fig. 10. Packet Loss Rate Measurement for Artificial Packet Loss
Model. Burst Length Equals 18 Packets

PLR without ARQ PLR with ARQ
0,14 ‘
012 0,128
?f 0,1 0,096
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§ 0,072
Z 0,06 —
= 0,04 —
0,02 1 0,022 %,02
0 A—0—a—0—0—0—n-g—rg0 GMMB%

2 3 4 5 6 7 8 9 10 "
Simulation time (Sec)
Fig. 11. Packet Loss Rate for Cooperative Transmission

for Threshold Value Equals 0.1 (10%) and Nodes Velocity Equals
14 km/h

As we see in Fig. 11, while the source node is flying
away from the BS (node velocity = 14 km/h), for each
time value, ALC-ARQ calculates the packet loss rate and
compares it to the threshold value. On second 9, the
transmission was switched to cooperative. This change
in the transmission topology is noticed by the sharp
decrease in the value of packet loss rate.

For this simulation, it should be noticed that the
threshold value was set to the PLR values measured
without ALC-ARQ packet recovery. However, the system
user can also set the threshold value for PLR of ALC-ARQ.

To justify the effectiveness of the ALC-ARQ proposed
method, a comparative analysis with some well known
routing protocols such as OLSR and AODV should be
conducted in terms of declaring the link state
information, rapidity of relaying, and transmission range.
In Fig. 12, we present the simulation results of the packet
loss rate measurement for OLSR, AODV, and ALC-ARQ at
different threshold values. As we can see from this figure,
because ALC-ARQ does not have to periodically
announce the information about the relay’s state, it

means less number of transmission is required, the
overhead of flooding messages is in its minimal value
compared with routing protocols. From the point of
view of declaring link state, rapidity of relaying, and
knowing that routing protocols do not provide any error
control processes, our method provides better rapidity
of relaying and better transmission range. From the
graph, it is shown that AODV takes 2 measurements (38
and 39 m) to maintain routing tables, get information
about nodes before switching to relay transmission. For
OLSR it is shown that switching to relay transmission
takes longer by 4 measurements (37, 38, 39 and 40) to
maintain routing tables, select the path and carry out the
handshake procedure before switching to relay
transmission.

Fig. 13 represents the results of PLR measured for
different source-node velocity values. As we can see, the
method maintains its stability in terms of relaying
process and packet recovery along the range of
transmission through the relay node, the threshold
value defined for each simulation was 0.1 (10 %). The
difference between the results was the distance at which
the relay node was activated: 37 (Fig. 13a), 36 (Fig. 13b)
and 36 m (Fig. 13c). For packet recovery effectiveness
for the second phase (where the relay node is active and
starting from position 58 m), we recorded an increase in
PLR values measured on the same node position for
different velocities. For example, for position 61 m, 15
km/h = 0.041; 30 km/h = 0.08; 60 km/h = 0.22. This is
related to signal strength and the transmission range for
physical and data link layers.

Fig. 14 represents the analyses of a sequence of 700
successfully received packets by BS by order. The PLR
value measured for the given sample was 0.09 (9 %) for
both graphs; transmission without relay (transmission
delay for DI link) and with relay (transmission delay for
Rl link). It is shown that if the Transmission experiences
some loss events, and then the one way-transmission
delay for the recovered packets increases for both
graphs. For DI link, if the transmission is lossless, the
average transmission delay is between 0.85 and 0.96 ms.
and the average delay for recovered packets is between
1.67 and 1.77 ms. For RI link, if the transmission is
lossless, the average transmission delay is between 1.89
and 1.95 ms and average delay for recovered packets is
between 5.51 and 5.54 ms. For comparative results, if
the relay node is active, the lossless transmission delay
increases by 1.96 times the value of transmission delay
without relay node. The increasing rate totally conforms
to the assumptions of the theoretical study since the
sending packets are sent through two sub-links passing
by the same process. Although, if the transmission
experiences loss events then the average delay for
recovered packets is increased by 3.3 times the value of
recovered packets using the direct link. This is because
relay node have to forward NACK packet to source
nodes if the requested packets no longer exist in its
buffer, which needs extra time for retransmission.
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V. Conclusion

In this work the effectiveness of the ALC-ARQ
proposed method was justified in comparison with
OLSR and AODV routing methods in terms of the link
state information, rapidity of relaying, and transmission
range. The method has the ability to recover lost
packets on the application layer while using a non-
reliable transmission protocol on the transport layer.
The packet delivery is enhanced where the path is in
pure conditions as a result of the lightweight packet
request scheme on the application level that uses
dynamic NACK packets to request lost packets of
different burst size, this scheme does not require a high
competition for media access, processing time and
buffer management for packet recovering. The
cooperative transmission of ALC-ARQ was investigated
by measuring the packet loss rate for mobility scenario.

While the source node is flying away from the BS at
certain time, the transmission was switched to
cooperative, where the change in the transmission
topology is noticed by the sharp decrease in the value of
packet loss rate. The threshold value was set to the PLR
values measured without ALC-ARQ packet recovery;
however, it can also be set to the threshold value for
PLR of ALC-ARQ. Because ALC-ARQ does not have to
periodically announce the information about the relay’s
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